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Abstract

Credit scoring is regarded as a core competence of commercial banks
during the last few decades. A number of credit scoring models have
been developed to evaluate credit risk of new loan applicants and
existing loan clients. The main purpose of the present paper is to evaluate
credit risk in banks using credit scoring models. Statistical techniques are
used: maximum likelihood for one can use linear models and for, one can
use Type Il Tobit model, a Monte Carlo simulation study is employed,
under non-ignorable missing data. The credit scoring task is performed
on one bank’s personal loans data-set. The results show that Tobit type-
I model is more fitted than linear models.

Key words: Credit scoring, Type Il Tobit, loan prediction, missing

data, linear models, credit risk, maximum likelihood function.
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Introduction

Credit scoring is regarded as a core competence of commercial banks

during the last few decades. A number of credit scoring models have

been developed to evaluate credit risk of new loan applicants and
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existing loan clients. The main purpose of the present study is to evaluate
credit risk in Egyptian banks using credit scoring models. Three statistical
techniques are used: discriminant analysis, probit analysis and logistic
regression. The credit scoring task is performed on one bank’s personal
loans data-set. The results so far revealed that all proposed models gave
a better average correct classification rate than the one currently used.
Also both type | and type Il errors had been calculated in order to
evaluate the misclassification costs.

Latterly, credit risks have become one of the most important financial
topics of interest, especially in the banking sector. The role of credit risks
has changed dramatically over the last ten decades, from passive
automation to a strategic device. The process of credit risk evaluation has
the interest of many researchers nowadays. Recently, bankers have
come to realize that banking operations affect and affected by the
natural environment and that consequently the banks might have an
important role to play in helping to raise environmental standards.
Although the environment presents significant risks to banks, in
particular environmental credit risk, it also perhaps presents profitable
opportunities (Thompson, 1998).

Credit scoring is the use of statistical models to determine the likelihood
that a prospective borrower will default on a loan. Credit scoring models
are widely used to evaluate business, real estate, and consumer loans
(Gup & Kolari, 2005,). Credit scoring models (see, for example: Lewis,
1992; Bailey, 2001; Mays, 2001; Malhotra & Malhotra, 2003; Thomas et
al., 2004; Sidique, 2006; Chuang & Lin, 2009; Sustersic et al, 2009) are
some of the most successful applications of research modelling in finance
and banking. Harris (2015) investigated the practice of credit scoring and
introduced the use of the clustered support vector machine (CSVM) for
credit scorecard development. Abbod, et al. (2016) during the last few
years there has been marked attention towards hybrid and ensemble
systems development, having proved their ability more accurate than
single classifier models. Kozodo, et al. (2019) Credit scoring models
support loan approval decisions in the financial services industry.
Judgemental techniques and/or credit scoring models can support
making a decision about accepting or rejecting a client’s credit. The
judgemental techniques rely on the knowledge and both past and
present experience of credit analysts, who evaluate the required
requisites, such as the personal reputation of a client, the ability to repay
credit, guarantees and client’s character. Due to the rapid increase in
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fund-size invested through credit granted by Egyptian banks, and the
need for quantifying credit risk, financial institutions including banks
have started to apply credit-scoring models. Abdou, Etal (2009).

The present study is concerned with evaluating credit risk in banks using
credit-scoring models. Statistical techniques are used: maximum
likelihood for one can use linear models and for, one can use Type Il Tobit
model, a Monte Carlo simulation study is employed, under non-ignorable
missing data. The credit scoring task is performed on one bank’s personal
loans data-set. The results show that Tobit type-Il model is more fitted
than linear models.

In this paper, a simulation study to examine the behaviour of the
suggested methods: using linear model in case of ignoraing missing and
Type Il Tobit model in case of non-ignoring missing data. Results of the
Monte Carlo experiments show strange behavior that has never been
reported before for the Type Il Tobit MLE. A real life data is also
presented.

Type Il Tobit Model Estimation
The models considered in this paper, classified as Type 2 Tobit models by
Amemiya (1984), have the following structure:

Yi; = XuB + o0& (1)
Where (&;;.¢&y;) is bivariate standard normal with correlation pe. The
first equation is a regression equation and the second a selection
equation. In a typical economic application, the regression equation is a
pricing or expenditure function, and the selection equation is a decision
function that governs the occurrence of the transaction. Only qualitative
information is available for the dependent variable in the selection
equation, Y,; . Thisis recorded as a binary variable, J;. that takes the value
one when Y,; is positive. In addition, the dependent variable in the
regression equation, Y;; , is observed only when Y,; is positive. The
regressors, X;; and X,;. are observed regardless of J; .
The log-likelihood function for this model is
InL(8 .B.0.p) = Xty Ui[—In(o) + mB(Z) + IndW)] + (1 — J)In[1 — 0(X,..8)1}  (3)
Where Z; = (Yi; — XuB)/o, Wi= (X6 + pZ)/1-pZ , and
where p, is restricted to the open interval (-1,1). This likelihood function
is highly nonlinear, and a solution to the score equations is obtained by
numerical methods. Unfortunately, the log-likelihood function is not
globally concave. Gradient methods may converge to a local maximum
likelihood estimator (MLE). One can only be assure of obtaining a global
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MLE, assuming one exists, if the estimation processes is start in the
neighborhood of the global maximum.
The two-stage method of Heckman (1976) and Lee (1976) is typically use
to obtain starting values for numerical solution of the score equations.
The small sample performance of this estimator can be erratic,
particularly when the same regresses used in both equations. Zuehlke
and Zeman (1991) show that under these conditions, the mean square
error performance of the subsample OLS estimator of B is often superior
to that of the Heckman-Lee estimator. Moreover, it is uncommon for the
estimate of p. to exceed one in absolute value. In an attempt to
circumvent these problems, some authors have added quadratic terms
to one or both equations. While the Heckman-Lee estimator is
consistent, its use as starting values is not sufficient to insure
convergence to a global MLE. There is a solution to this problem,
however. Olsen (1982) shows that the log-likelihood function of the Type
Il Tobit model is globally concave conditional on p,, He suggests that a
grid search over the bounded parameter p,, in conjunction with the
corresponding conditional MLEs, may be used to trace the profile of the
maximized value of InL(6. . 0. p.) over the space of p. . The location of
any local or global maxima is determined, and a simultaneous estimation
procedure started in the neighborhood of the global maximum.
Unfortunately, this algorithm is not available in current econometric
software.
Olsen (1982) observes that with the Type Il Tobit model the likelihood
function is often flat with a local maximum (emphasis added) near p = 0.
This raises a question about the practice, common in empirical work, of
estimating a sample selection model as a robustness check for OLS
estimates. In cases with multiple roots, tests based on the global root
might lead to a different conclusion than tests based on the local root are
not.
Now assume that the aim is to estimate parameters in a parametric
model. Usually, this can be derived from the Maximum Likelihood (ML)
method. As suggested by its name, this method obtains estimators by
maximizing a likelihood function.
A model for latent variable y*, which is only partially observed:

y* = Bo + Pix; +€; . €i~N(0.0%) ...(4)
The Likelihood function, L, for e the whole sample is:

L(Bo- 1. 0) =TTy Ly = [T, [ o (2P P le)] [1- (B"*Bl")]l_m ...... (5)
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The values of 8 , 1 and g that maximize the likelihood function are the
Tobit estimators of the parameters. As usual the In (L) is:
Inl= Z D;ln E(p (y—i — ﬁ()a— ﬂlxi)] + (1 -Dyln [1 - ('B—O +Jﬂlxi>]
i=1

= Y[in(6?) + In(2m)] + T, D; [—W +(1-D)in[1-¢ (%)” .. (6)
The first —order partial derivatives of [ with respect to f, and ; and
equating them to zero are as follows:

oL Wizho=Prx) | (1-Dy)

%0 i=1 Di |7 ;2 = B 30l31x ]l ......... (7)
Ol _yn p |xGizBofix) | (=DCx) | _

ap1 - i:lD 52 [1 ¢(B°+31x )]l =U .. (8)

The normal equations (7) and (8) do not have explicit solution and they
have to be solved numerically.

Fisher information matrix

The elements of the Fisher information matrix are obtained by taking the
negative expectation of the second derivatives of the natural logarithm
of the likelihood function with respect to ©.

Amemiya (1985) presents the following representation for the
information matrix:

_ ZiT=1 ax;x, ZiT=1 bix;
1(0) = T, ST ¢, ] ....... (9)
Where
_ xp _ -1 f(z)?

Zi=——.0 = ?[Zif(zi) —m—F(zi)] by

=553 [Zizf(zi) + f(z) — #Fiz)]
1 z°f (2;)* oF

Ci =7 [Zz f@z) +zf(z) — 1-F@) (Zi)]

The elements of the Fisher information matrix are obtained by taking the
negative expectation of the second derivatives of the natural logarithm
of the likelihood function as follows:

A _yn = (1-Dy)
aﬁOZ - i=1 Dl laz 0_2[1_4’(30‘*'519(1')]2“ ......... (10)
a n N = (1-D)x;
3BoP1 T Li=1Yi| 42 0-2[1 (p(BO"'BlX )] “ ........... (11)
al n —x° (1-D(x)?
Sh. = Li=1li ———————— 2| e 12
op, 4= llal g(BeEm)] (12)
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Under particular regularity conditions, the two-sided 100(1 —
@)%.0 < a < 1, asymptotic Cls (Asy-Cls) for the vector of unknown
parameters 0 can be obtained.

Monte Carlo Results
The purpose of the Monte Carlo portion of this study is to analyze the
performance of estimation methods, including MLE for one can use linear
models and for, one can use Type Il Tobit model, a Monte Carlo
simulation study is employed, under non-ignorable missing data. For
MLE, 1000 observation, number of replications, is generated from normal
distribtion for ranodm error and coveriate of independent variable X are
generating from unifrom distribution. The following assumptions are
hold for Monte-Carlo simulation:
Coeffiecnts (S,. f1) assumed to be:
(Bo=—-1.5, =1) And (By = —0.5.8; = 0.5)
Random error of the proosed model is generated from normal distribtion
with mean zero and standard devation (o) 1.
Sample sizes of n = 25.50.100.200.500 and 100.
Steps for simualtion:
Step 1: Genenerate independent varariable (X) and error part (U) as
follows:

x;~U(02) .i=12....n

u;~N(0.1) .i=12....n
Step 2: Compute dependent varaible Y as follows:

yi=B'x+uw

Step 3: Converte dependent variable (Y) to Tobit Il model variable (Y*) as
follows:

P _ [ i ify; =20
Yi = {ignorable ify; <0

and define indicatro variable d; as:
t 0 lf_'yl <0

Step 4: Find estimates of 3. f; and o from:
Traditional model: Y~B + 41X as linear regression model
By solving likelhood equations of Tobit Il mode (3.7) and (3.8) to obtain
maximum likelhood estimates of B,. 8; and o which denoted by: B,. b5,
and é.
Measures of AIC and BIC also computed as:
AIC(@) = —210glikelhood(§) + 2q
BIC(@) = —Zloglikelhood(é) + qlogn
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where q is the number of parameters and n is the proposed sample size.
Step 5: Repeat step 1 to step 4 number of times B = 1000.

Step 6: Compute the following statistical measures:

Mean sqgaure error (MSE)

~ ~ 2
MSE(0) = -%F,(6;i—6)" . (13)
Relative baises (RBias)

RBias(d) = - zlel"iT“" X100 oo (14)

Based on generated data and assumed two cases for f5;, all statistical
measures are computed and repoterted in Table 3.1 for the initial
parameter of §; = 1 and Table 3.2 for the initial parameter of §; = 0.5.
Form the tabluted resluts, one can indicate that: With increasing in
sample size n, MSEs and Rbiases are decreasing for all parameters in two
different models AIC and BIC are decreasing in two models.

In compsion with two differnet proposed models namely; linear
(traditional) models and Tobit type-Il models, one can indicate that:
MSEs in linear models is samller than MSEs inTobit type-Il models.

AIC and BIC in linear model is greather than in Tobit type-Il models which
indicate that Tobit type-ll model is more fitted than linear models.
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Table (1): Estimated values, MSEs, RBias (in %)and model criteria of the
linear model and Tobit Type-Il model for different sample size n and initial
parameters: B = —1.; =1,ando =1

Linear Model Tobit Type-Il Model
n o a5 A~ a5 a5 A~
Parm — Bo b1 4 Bo By 4
MSE | 0.16725 | 0.12277 | 0.02303 | 0.36533 0.20101 | 0.04845
- RBias 1.57 0.96 4.68 0.63 0.02 5.32
AIC 73.96026 53.63765
BIC 77.61688 57.29428
MSE | 0.08383 | 0.06734 | 0.01130 | 0.17190 0.10168 | 0.02678
RBias 0.64 0.02 3.03 1.63 1.17 2.87
50
AIC 144.26289 103.84047
BIC 149.99896 109.57654
MSE | 0.04247 | 0.03079 | 0.00508 | 0.08215 0.04698 | 0.01238
RBias 0.77 0.65 1.41 1.39 0.82 1.36
100
AIC 286.45275 204.75444
BIC 294.26826 212.56995
MSE | 0.01943 | 0.01573 | 0.00255 | 0.03826 0.02327 | 0.00618
200 RBias 0.41 0.38 0.57 1.14 0.74 0.33
AIC 570.77785 406.50665
BIC 580.67281 416.40161
MSE | 0.00748 | 0.00585 | 0.00109 | 0.01481 0.00887 | 0.00270
RBias 0.16 0.01 0.29 0.39 0.18 0.39
500
AIC 1421.45016 1012.75682
BIC 1434.09399 1025.40065
MSE | 0.00407 | 0.00292 | 0.00051 | 0.00780 0.00431 | 0.00129
RBias 0.04 0.18 0.17 0.49 0.45 0.09
1000
AIC 2839.95861 2022.42687
BIC 2854.68187 2037.15013
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Table (2): Estimated values, MSEs, RBias (in %) and model criteria of the
linear model and Tobit Type-Il model for different sample size n and initial
parameters: fp = —0.5. f; =0.5,ando =1

Linear Model Tobit Type-II Model
n —— — ~ —_ — PN
Parm - Bo B1 4 Bo b1 4
MSE | 016050 | 0.12106 | 0.02382 | 0.29825 | 0.18340 | 0.05621
25 RBias 0.26 0.67 576 518 1.25 599
AlC 73.38586 54.58556
BIC 77.04249 5824218
MSE | 008745 | 0.06276 | 0.00970 | 0.13281 | 0.08102 | 0.02441
RBias 0.26 0.56 2.57 3.83 1.08 2.30
50
AIC 144.81639 106.98088
BIC 150.55246 112.71695
MSE | 003877 | 0.02847 | 0.00516 | 0.06300 | 0.03811 | 0.01245
RBias 0.08 0.25 1.26 242 1.19 0.69
100
AlC 286.74406 211.91490
BIC 294.55957 219.73041
MSE | 0.01924 | 0.01468 | 0.00260 | 0.03134 | 0.01902 | 0.00670
200 RBias 2.49 2.18 0.78 2.70 2.20 0.89
AIC 569.90682 419.07701
BIC 579.80178 42897196
MSE | 0.00818 | 0.00614 | 0.00098 | 0.01265 | 0.00783 | 0.00240
RBias 0.10 0.16 0.30 0.92 0.46 0.15
500
AIC 1421.46692 104579543
BIC 1434.11075 105843926
MSE | 000400 | 0.00295 | 0.00053 | 0.00630 | 0.00398 | 0.00128
RBias 0.21 0.29 0.19 0.51 0.40 0.11
1000
AIC 2839.56523 2088.65979
BIC 2854.28850 2103.38306
Applications

A private datasets with

different characteristics was employed in the
process of empirical model evaluation. The data is studied from two way,
one for independent variable and second for four independent variables.
This data set is related to the loan completion process for customers
details provided while filling out the online application form. These
details are gender, marital statues, education, number of dependents,
income, loan amount, credit history and others. The data set was taken
from the online website (http://www.Kaggle.com).
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Case I: One indepndent varaible
Define variables of the proposed model from dataset:
Dependent variable: Co-applicant income (y;), thus,

P _{ Vi ify; >0
Yi = {ignorable ify, =0
and define indicatro variable d; as:
! 0 lfyl =0

Where.i = 1.2.....614. Thus, we have 273 ignorable observations (y; =

0) and 341 un-censored observations (y;" = y;[y; > 0]).

Independent variable: Applicant income (x)

In Table (3), maximum likelihood estimates of 5,. ;. o are obtained from
the given real data set for two different models, (Linear and Tobit type-
I). Note that, in linear model we have an estimate of the standard error
(6) but in Tobit type-lIl model we have an estimate for parameter g. From
tabulated values of real data set, we notice that the measures of fitting
(AIC and BIC) in Tobit type-ll model is less than those values in linear
model which indicate that the proposed Tobit type-Il model is better than

linear models.

Table (3): Estimated values, standard errors (St.Er), and model criteria
of the linear model and Tobit Type-Il model for given real data set of

loan prediction: Case I.

Model Parameter Estimate St.Er AIC BIC
,[/?8 1923.0502 156.7689

Linear ——

Model B1 -0.0559 0.0192 11540.30 11553.56
o 2908.66 -—--

Tobit Bo 1570.7325 | 325.8952

Type-ll BI -0.3139 0.0576 7047.868 7061.128

Model G 4394.941 0.0410

Case ll: Four indepndent varaibles
Define variables of the proposed model from dataset:
Dependent variable: same as in case I.

Independent variables:

e Applicant income (x;)
e Loan amount in thousands (x,)
e Term of loan in months (x3)

e Credit History (x,)
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In Table (4), maximum likelihood estimates of coefficients:
Bo-B1-L2-P3- L4-0 are obtained from the given real data set for two
different models, (Linear and Tobit type-Il). Note that, in linear model we
have an estimate of the standard error (&) but in Tobit type-Il model we
have an estimate for parameter o. From tabulated values of real data set,
we notice that the measures of fitting (AIC and BIC) in Tobit type-Il model
is less than those values in linear model which indicate that the proposed
Tobit type-ll model is better than linear models.

Table (4): Estimated values, standard errors (St.Er) and model criteria
of the linear model and Tobit Type-Il model for given real data set of
loan prediction: Case Il.

Model Parameter Estimate St.Er AIC BIC
Bo 1187.7616 | 640.2544
B, -0.1261 0.0200
Linear Model b, 10.2707 1.5238 | 9748179 | 9773.805
Bs -1.0995 1.6259
B -84.896 294.3358
é 2412.087
Bo -0.9765 | 1054.4152
B: -0.5111 0.0611
i - B, 22.7578 2.8029
Tobit Type-li b, 5893.004 | 5918.63
Model B3 -1.8414 2.7001
B 113.1238 | 486.3130
é 3569.4791 0.0444

Conclusions

In this paper Type Il Tobit (sample selection) model studied statistically
point of view depending on maximum likelyhood. A Monte Carlo
simulation study is introduced to examine the behaviour of the suggested
methods: using linear model in case of ignhoraing missing and Type Il Tobit
model in case of non-ignoring missing data. Results show that, strange
behavior that has never been reported before for the Type Il Tobit MLE.
In addition, a real data set is studied from two way, one for independent
variable and second for four independent variables. The results show that
the measures of fitting (AIC and BIC) in Tobit type-Il model is less than
those values in linear model which indicate that the proposed Tobit type-
I model is better than linear models.
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